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Course Evals!
Back in 10



What responsibilities do “we” have w.r.t. training data?

If…

● You scrape data from the internet?
● You take a pre-collected dataset from researchers?
● You pay for a proprietary dataset?
● You use data collected from interactions with users?
● You pay workers to produce data for the purpose of training?

Discuss with your tables for 3–5 minutes. 
● What obligations do you think you have? 
● What concerns might you have? 
● How, if at all, do those differ across the different scenarios?
● What motivates these choices? What is a good framework for 

answering these questions?



Three data-related topics for the day

1. Data Privacy
a. Is some data too private to train on? Do we have obligations toward the privacy of people 

creating our datasets? What are expectations of privacy within various kinds of corpora 
sources?

2. Data Documentation
a. If we can’t read our data (scale!), what accountability do we have for its contents? What about 

downstream consequences of training data content (i.e., bias)? 
3. Intellectual Property

a. Re: What obligations do we have to creators/owners of data? How does this interact with legal 
notions of copyright (fair use)? 



Dataset Leakage: Privacy and PII

● PII: Personally Identifiable Information
○ Names, addresses, phone numbers, etc.

● Training data might, for many reasons, contain PII:
○ You share bits of personal information within smaller (but public!) online communities, but that 

data was collected for model training!
● LLMs can violate that expectation of privacy!

○ “LLMs can Dox you!”
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Documentation:

Reading GPT-3’s training data would take ~1900 years.



Documentation: Data Statements 

● Training Data (and resulting models) must be in context:
○ Who, demographically, is represented by the data? By what rationale were they chosen?
○ What language varieties are represented? Do we have any idea in what proportions?
○ Is the data annotated? Who annotated it, and by what standards? What biases might they 

bring?
○ In what context was the data produced? In what format? 
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● Training Data (and resulting models) must be in context:
○ Who, demographically, is represented by the data? By what rationale were they chosen?
○ What language varieties are represented? Do we have any idea in what proportions?
○ Is the data annotated? Who annotated it, and by what standards? What biases might they 

bring?
○ In what context was the data produced? In what format? 

Discuss:
How might you use these answers in training or deploying a 

model? 
What may raise concern? 

What poor outcomes might be avoided by having this information?







As we collect more data, what kind of data 
are we collecting? Is it lower quality?





Data Ownership and IP

● What responsibilities do we have w.r.t. to the creators of our training data? 
● Under a legal framework, this is a question of intellectual property:

Is training a (commercial) LLM fair use?



Data Ownership and IP

● What responsibilities do we have w.r.t. to the creators of our training data? 
● Under a legal framework, this is a question of intellectual property:

Is training a (commercial) LLM fair use?

https://copyrightalliance.org/faqs/what-is-fair-use/



Data Ownership and IP

● What responsibilities do we have w.r.t. to the creators of our training data? 
● Under a legal framework, this is a question of intellectual property:

Is training a (commercial) LLM fair use?

https://copyrightalliance.org/faqs/what-is-fair-use/



Data Ownership and IP



Data Ownership and IP



Data Ownership and IP



Re: Language Modeling

● LM Memorization
○ What minimizes the log-likelihood of the training set? 
○ Or, given an infinite-context, why not just reproduce the training data 

exactly? 



Who are the 
stakeholders?

https://harvardlawreview.org/blog/2024/04/nyt-v-openai-the-timess-about-face/



Who are the 
stakeholders?

https://harvardlawreview.org/blog/2024/04/nyt-v-openai-the-timess-about-face/

● NYT v. Tasini 
○ 2001 Supreme Court 

Case.
○ Can the NYT 

re-publish freelancer’s 
writing in a digital 
database unilaterally?



Who are the 
stakeholders?

Comment from Andreessen Horowitz (a16z), 
https://www.regulations.gov/comment/COLC-2023-0006-9057



Labor and NLP 
Ask:
➔ Who are the 

stakeholders? 
➔ How do we weigh their 

competing interests?



IP vs. Public Interest

● Legally, we acknowledge a balance between intellectual property rights vs. 
the right of the public.

○ i.e., copyright is necessarily time-limited (things fall into public domain!), and full of exceptions 
for, say, educational use (i.e., fair use!)!

● a16z claims that (among other things) the potential social upside of genAI 
(i.e., LLMs trained on what is likely copyrighted content) outweighs the IP 
rights that may be violated.

In groups:
Test the limits of the balance between these interests.
1.  Are there some public benefits (if taken at face 

value) that would have you weigh in favor of 
model creators?

2. Are there some kinds of IP right violations that 
would have you weigh in favor of owners?



Discuss: A framework for data rights in NLP

● What should be weighed?
○ Privacy — PII, personal data?
○ Owner’s rights? Creator’s rights?
○ Effect on the market? (i.e., is business being taken away?)
○ Public good? Consumer desires?
○ National Security/Economic Competitiveness?
○ Derivative vs Transformative work?



Audits & Algorithmic Fairness
COMP 394 (NLP)



Three Definitions of Fairness

● Ignorance (of the protected feature)
○ The protected feature is not used in the classification procedure.
○ “The model does not have/ignores the protected characteristic in the input”

● Independence (of model predictions and protected feature)
○ p(class | +feature) = p(class | -feature)
○ “The likelihood of providing a label is the same regardless of the protected feature.”

● Equal Chance of Error
○ {Accuracy/False Positive Rate/False Negative Rate} is equal across classes.
○ “The likelihood of misclassification is the same regardless of the protected feature.”
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Discuss!
Which seem compelling?

Do some seem more lax/more strict? 
What do they trade-off? 



Complications

● These definitions of fairness are inconsistent.
○ In many circumstances, they can disagree!



Complications: Correlates
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Complications: Correlates

Suppose…
1. A feature X is correlated with some non-protected characteristic Y
2. Y is a good predictor of class membership, so our model relies on Y for 

classification, but does not use feature X.

➔ Our model is ignorant of X, but will not have predictions independent of X



Complications: Bias in Base Rates

Suppose…
1. Our model flips a coin for each binary outcome.
2. However, p(label | +feat) =/= p(label | -feat) in the input distribution

○ i.e. base rates are not equal!

➔ Ignorant?
➔ Independent?
➔ Equal Errors? 

Discuss!
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Suppose…
1. Our model flips a coin on whether to allow bail.

➔ Ignorant?
➔ Independent?
➔ Equal Errors? 

Discuss!
Suppose some groups are are more likely to 

be at trial/in the legal system despite 
innocence?
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Complications: Bias in Base Rates

Suppose…
1. Our model flips a coin on whether to allow bail.

➔ Ignorant? YES
➔ Independent? YES
➔ Equal Errors? Not necessarily!



More Complications

Suppose…
● You inspect a hate speech classifier that determines that slurs that have been 

reclaimed by protected groups are strong indicators of hate speech.

Discuss:
What is the fair thing to do?



More Complications

Suppose…
● You inspect a hate speech classifier that determines that slurs that have been 

reclaimed by protected groups are strong indicators of hate speech.
○ Proposal 1: Preserve ignorance and don’t include race as a feature. You 

may include the slur feature but this violates independence & equal 
errors.

○ Proposal 2: Prioritize independence and remove the slur feature, since 
the protected characteristic and slur usage are correlated. However, this 
can still results in unequal errors!

○ Proposal 3: Fix unequal errors by considering an interaction between 
protected characteristics and slurs. This obviously violates ignorance 
and independence.

Discuss:
Contrast these principles & your intuitions!



Audits and Fairness in Practice



Audits and Fairness in Practice



Audits and Fairness in Practice



Audits and Fairness in Practice



Audits and Fairness in Practice

● Black-box audits
○ What data do you have?

■ Can you generate predictions on custom inputs, or do you only have 
a specific set of inputs and outputs?

■ Do you have ground truth labels? 
■ Do you know what the input looks like?



Audits and Fairness in Practice

● Black-box audits
○ What data do you have?

■ Can you generate predictions on custom inputs, or do you only have 
a specific set of inputs and outputs?

■ Do you have ground truth labels? 
■ Do you know what the input looks like?

○ As before: How do you define fairness?
■ Are some definitions more testable than others in some 

circumstances?
● Can you test equality of error rates if you don’t have ground 

truth?
● Can you determine whether the model is ignorant of race if you 

don’t see the inputs? 



Audits and Fairness in Practice

● Black-box audits
○ What data do you have?

■ Can you generate predictions on custom inputs, or do you only have 
a specific set of inputs and outputs?

■ Do you have ground truth labels? 
■ Do you know what the input looks like?

○ As before: How do you define fairness?
■ Are some definitions more testable than others in some 

circumstances?
● Can you test equality of error rates if you don’t have ground 

truth?
● Can you determine whether the model is ignorant of race if you 

don’t see the inputs? Are definitions of fairness that are easily testable 
the right ones to use? 



Audits and Fairness in Practice

● Black-box audits
○ What data do you have?

■ Can you generate predictions on custom inputs, or do you only have 
a specific set of inputs and outputs?

■ Do you have ground truth labels? 
■ Do you know what the input looks like?

○ As before: How do you define fairness?
■ Are some definitions more testable than others in some 

circumstances?
● Can you test equality of error rates if you don’t have ground 

truth?
● Can you determine whether the model is ignorant of race if you 

don’t see the inputs? Are definitions of fairness that are easily testable 
the right ones to use? 

Do we (& should we) prioritize empirical 
justifications for things like fairness? Is this 

limiting?


