
Intro to NLP Ethics
COMP 394 (NLP)



Long Story Short

➔ NLP systems are deployed in the “real world.”
➔ If systems are at all important, they have impact on people’s lives.
➔ Our systems have the capacity for harm!

Thus we should seek to understand and mitigate these harms! 
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● Tricky to formally define (we’ll see 
later!)
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One source of harm: Bias

● Tricky to formally define (we’ll see 
later!)

● Differential Performance
○ The model performs worse for data with 

the relevant characteristic than without.
○ Consider the full confusion matrix! 

Some misclassifications are more 
harmful than others!

Sap et al. (2019)



One source of harm: Bias

● Tricky to formally define (we’ll see 
later!)

● Encoding biased information
○ The representations that we learn 

reflect or reproduce biased perspectives

De-Arteaga et al. (2019)



What do we mean by harms? 

● Allocational vs Representational Harms:
○ Representational Harms: The model encodes/represents social bias.

■ i.e., An LLM is likely to produce text that exhibits stereotypes.
■ Proximal — we can measure it directly!

○ Allocational Harms: Downstream harms from representational bias
■ i.e., biased word embeddings are used in a resume filtering system that uses those 

stereotypes to harm candidates.
■ Distant — often speculative, difficult to measure in practice. 

Blodgett et al 2020



Ideology and Language

● Language is a sociopolitical signifier, and 
views on language reflect ideology:

○ Dialects are used to mark social boundaries. Think: 
■ Why is Mainstream American English (MAE) 

taught in schools (over, say, African American 
English (AAE) or Appalachian English)?

■ Received Pronunciation (RP) vs. a Cockney 
accent? 

○ Do our systems reflect,reinforce, or amplify these 
hierarchies? 

■ Should they?



Ideology and Language

Blodgett et al 2020

● What assumptions about language do we bring with us when we design a 
system? 

○ What is deemed ordinary/correct/standard language? For whom do we design our systems? 
What choices do we make when we collect and/or annotate data? How do we design our 
evaluations?

■ What dialects are chosen to be the standard for the system? 
○ How are language ideologies reproduced, reinforced, or challenged by interaction with the 

system? What impacts does this have on access, equity, or language change?
■ Do I have to adopt an accent to have a system understand me? Whose accent? 

○ How are representational harms handled? Is harm mitigation ideologically driven, or 
technologically driven?

■ Overrepresented populations are easier to sample training data from — does that mean 
dialects that are already in the minority be second class users?



Technology is an Instrument of Power
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● Training Data/Task?: 
○ Ex. Predictive Policing (PredPol) — Allocate police to neighborhoods where crime historically 

happens.
■ Is the measured data (arrest rates) reflective of actual crime? Might it be biased?
■ How might the system perpetuate or amplify biases over time? If you send more police 

to certain areas and less to others, which areas are more likely to have high arrest 
rates?

Is NLP knowledge enough to 

foresee these problems?
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● Task Definition
○ What assumptions do we make about the world when designing our task? What categories do 

we create? Are they justified? What (normative) views do they perpetuate? 
○ Ex. Gender Classification — Identify the gender of the author of a given text.

■ How do you define the labels? What theory of gender do you abide by? What 
assumptions are you making (Devinney et al. 2022).

■ How do you expect the model to solve the task? What are the implicit assumptions that 
underlie the success of the model on the task? 

● What is being conflated?

Is technical knowledge enough?
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Where does bias come from?

● Automation bias/User trust
○ Ex. Clinical Decision Support Systems — Assist doctors in making medical decisions by 

(for example) summarizing clinical decisions made by other doctors for similar patients.
■ What costs/incentives does the existence of the system create? 

● i.e., is it more difficult to justify disagreement with the system? Does that increase 
liability?

■ What biases might be laundered under the guise of automation? 
● i.e., “Can math/statistics be biased?” 
● Do we mistake seeming fluency for competency (Bender et al. 2021)?

■ What tools for engagement does the system provide?
● Do I know the models’ confidence? It’s reasoning? 



Where does bias come from?

● Automation bias/User trust
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➔ GPT-3 trained on ~300B tokens. 
➔ College Students read ~150–250 words/min.
➔ Generously, 1B mins = ~1900 years to read. 
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➔ GPT-3 trained on ~300B tokens. 
➔ College Students read ~150–250 words/min.
➔ Generously, 1B mins = ~1900 years to read. 

What is our model learning from?

Hard to tell!



Issues of scale (Bender et al. 2021)

● Where does the data come from? 
○ GPT-2/3/4 — Books, Webpages, Forum posts, Reddit, etc.

● Who creates this data?
○ Is internet participation biased? Are some opinions over/under-represented? Who is excluded?

● Is this representative? Is representative data what we want?
○ Whose values should models be represented?
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● Where does the data come from? 
○ GPT-2/3/4 — Books, Webpages, Forum posts, Reddit, etc.

● Who creates this data?
○ Is internet participation biased? Are some opinions over/under-represented? Who is excluded?



Labor and NLP: Toxicity 

https://time.com/6247678/openai-chatgpt-kenya-workers/

● Workers hired to “... label textual descriptions of sexual abuse, 
hate speech, and violence.”

● “All of the four employees interviewed by TIME described being 
mentally scarred by the work.”



Labor and NLP: Data Ethics 



Labor and NLP 
Ask:
➔ Who are the 

stakeholders? 
➔ How do we weigh their 

competing interests?



Labor and NLP 

● Who owns the training data? 
● Who produced the training data?
● Who is training the models? 
● Who are the users?
● Who are the models’ competitors?
● What downstream effects on the 

industry will this have?
● Is the broader public affected? 

Ask
➔ Who are the 

stakeholders? 
➔ How do we weigh their 

competing interests?



Dual-Use — Consider each scenario:

1. A colleague approaches you because they want to explore gendered language in the 
LGBTQ community. They are very engaged in the community themselves and have access 
to data. Their plan is to write a text classification tool that distinguishes LGBTQ from 
heterosexual language. What are some risks associated with the tool? 

2. An submission at a conference claims to be able to undo ciphers used by dissenters on 
social media. Who benefits from this? Is it better to release it in a peer-reviewed venue 
than to not know it? 

3. You develop a tool that can detect depression with high accuracy. Why might you want to 
release it as an app? Why might you choose not to?

Adapted from Bender, Hovy & Schofield (2020)



Dual-Use
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Interpretability & De-Biasing

● Goal: Prevent the model from making biased decisions.
○ Q: How is the model making decisions? What information is it using? 

(Interpretability)
○ Q: How can we modify the decision-making process to avoid bias? 

(De-biasing)

Problems with Black Boxes:
How can I know if my model is making biased decisions?

Interpretability helps us think about process!
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○ Used by judges to make bail decisions

● Proprietary system
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Case Study: COMPAS

● Recidivism algorithm: Predict likelihood of committing a crime again.
○ Used by judges to make bail decisions

● Proprietary system
● Disparate Performance:

● By law, race was not included as a factor! How?
○ Racial correlates: zip code, financial status, familial information, etc.

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm



Interpretability as Accountability: GDPR, and the future

GDPR, Art. 13–15
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De-biasing approaches

Yang et al. 2024

● Distributional: Find or construct 
training data that is un-biased

● Algorithmic:
○ Representational: Train the 

model to forget irrelevant and/or 
biased features.

○ Constraint-based: Train the 
model to abide by fairness 
constraints.



LLMs: Factuality & ELIZA
COMP 394 (NLP)



LLMs & Hallucinations

● LLMs are, at their core, LMs
○ Optimize for p(wn | w1… wn-1). 

■ i.e., minimize ppl over training set
■ Does the output look like a sentence that would show up in the training data

○ (Ignoring RLHF, etc.) 



LLMs & Hallucinations

● LLMs are, at their core, LMs
○ Optimize for p(wn | w1… wn-1). 

■ i.e., minimize ppl over training set
■ Does the output look like a sentence that would show up in the training data

○ (Ignoring RLHF, etc.) 
● Why would we even expect output to be true?



LLMs & Hallucinations

“...[W]e consider the view that when they make factual errors, they are lying or 
hallucinating: that is, deliberately uttering falsehoods, or blamelessly uttering 
them on the basis of misleading input information. We argue that neither of these 
ways of thinking are accurate, insofar as both lying and hallucinating require some 
concern with the truth of their statements, whereas LLMs are simply not designed 
to accurately represent the way the world is, but rather to give the impression that 
this is what they’re doing.”



What are 
“hallucinations”?

Huang et al. 2023
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Hallucination Harms: 



The ELIZA Effect

● Take a few minutes to reflect on the readings with your table.
○ What stood out to you? Was anything compelling regarding the relationship between 

NLP/chatbot tech and social experience?
○ Do you relate to the experiences of ELIZA users or Turkle’s child philosophers? Have 

you ever felt subject to these sorts of illusions? Had similar kinds of behaviors?
○ Can you imagine harms that can come from this kind of psychological phenomena? Are 

there responsibilities you see for people who build this tech?
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The ELIZA Effect

● We tend to project human-like qualities onto conversational partners (even 
chatbots)

● Even if we know that a conversational partner  is *not* human, we can be 
quite charitable!



https://www.euronews.com/next/2023/03/31/man-ends-his-life-after-
an-ai-chatbot-encouraged-him-to-sacrifice-himself-to-stop-climate-



https://www.euronews.com/next/2023/03/31/man-ends-his-life-after-
an-ai-chatbot-encouraged-him-to-sacrifice-himself-to-stop-climate-

https://www.washingtonpost.com/nation/2024
/10/24/character-ai-lawsuit-suicide/
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User Engagement vs. Responsibilities

● Dark Patterns
○ Design/UX choices that encourage user behavior that can be harmful

● When do we override user desire (i.e., conversational chatbots, etc.) as 
designers and developers? 


